
Rachunek Prawdopodobie«stwa.
Zmienne losowe.

De�nicja. Zmienn¡ losow¡ X zde�niowan¡ na przestrzeni probabilistycznej (Ω,F ,P) nazy-
wamy funkcj¦ X : Ω → R tak¡, »e X−1(B) ∈ F dla ka»dego zbioru borelowskiego B ⊆ R.
Innymi sªowy, zmienna losowa to funkcja mierzalna z przestrzeni (Ω,F ,P) do zbioru liczb rze-
czywistych R.

Uwaga 1. Ze zmienn¡ losow¡ X zwi¡zana jest nowa przestrze« probabilistyczna (R,B,PX),
gdzie B jest σ-algebr¡ zbiorów borelowskich, a

PX(B) = P(X−1(B)) = P(X ∈ B) .
Je±li interpretujemy X jako wygran¡, której wynik zale»y od pewnego eksperymantu losowego,
to P(X ∈ B) mówi o prawdopodobie«stwie, »e wygrana wpadnie do zbioru B.

De�nicja. Dystrybuant¡ zmiennej losowej X nazywamy funkcj¦ FX : R → [0, 1] zde�nio-
wan¡ wzorem

FX(x) = P(X ¬ x) .
Dystrybuanta jednoznacznie wyznacza miar¦ PX generowan¡ przez X na zbiorze R.

Twierdzenie 1 (Wªasno±ci dystrybuanty). Je±li F : R→ [0, 1] jest dystrybuant¡ pewnej
zmiennej losowej, to

(i) F jest niemalej¡ca,
(ii) F jest prawostronnie ci¡gªa,
(iii) limx→−∞ F (x) = 0 i limx→∞ F (x) = 1.

Co wi¦cej, ka»da funkcja speªniaj¡ca warunki (i)�(iii) jest dystrybuant¡ pewnej zmiennej loso-
wej.

De�nicja. Je±li miara PX jest czysto atomowa, tzn. istnieje przeliczalny zbiór atomów

A ⊆ R, dla którego ∑
a∈A

PX(a) =
∑
a∈A

P(X = a) = 1 ,

to X nazywamy zmienn¡ losow¡ dyskretn¡. Dystrybuanta takiej zmiennej losowej jest funk-
cj¡ schodkow¡.

De�nicja. Je±li miara PX jest absolutnie ci¡gªa wzgl¦dem miary Lebesgue'a λ (tzn. z faktu
λ(B) = 0 wynika, »e P(B) = 0), to z twierdzenia Radona-Nikodyma istnieje funkcja g¦sto±ci

f : R→ [0,∞] taka, »e dla ka»dego zbioru mierzalnego B

P(X ∈ B) =
∫
B
f(x)dx .

Mówimy wtedy, »e X jest zmienn¡ losow¡ ci¡gª¡. Dla takich zmiennych losowych

F (x) =
∫ x
−∞
f(t)dt

i
f(x) = F ′(x) .

Nale»y pami¦ta¢ o tym, »e o ile dystrybuanta F (x) jest okre±lona jednoznacznie, g¦sto±¢ f(x),
która wyst¦puje pod caªk¡, jest okre±lona z dokªadno±ci¡ do zbiorów miary (Lebesgue'a) zero.

De�nicja. Je±li miara PX jest bezatomowa, ale jest singularna, tzn. istnieje zbiór B, którego
miara Lebesgue'a jest równa zero, dla którego P(B) = 1, to X jest zmienn¡ losow¡ sin-

gularn¡. Dystrybuanta takiej zmiennej jest funkcja ci¡gª¡, której pochodna jest równa zero
wsz¦dzie, poza zbiorem miary zero.
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Twierdzenie 2 (Twierdzenie o rozkªadzie Lebesgue'a). Ka»d¡ miare probabilistyczn¡
P na zbiorze R mo»na przedstawi¢ w postaci

P = aPd + bPac + cPsing ,
gdzie a, b, c ­ 0 to staªe takie, »e a + b + c = 1, Pd jest miar¡ czysto atomow¡, Pac miar¡
absolutnie ci¡gª¡, a Psing miar¡ singularn¡.

De�nicja. Je±li X jest zmienn¡ losow¡ okre±lon¡ na przestrzeni probabilistycznej (Ω,F ,P) i∫
Ω
|X(ω)|dP (ω) <∞ ,

to liczb¦

(1) EX =
∫
Ω
|X(ω)|dP (ω) =

∫ ∞
−∞
xdFX

nazywamy warto±ci¡ oczekiwan¡ zmiennej losowej X. Dla zmiennych losowych dyskretnych
powy»sza de�nicja przyjmuje posta¢

EX =
∑
a∈A
aP(X = a) ,

natomiast dla zmiennych losowych ci¡gªych mamy

EX =
∫ ∞
−∞
tf(t)dt .

Twierdzenie 3 (Prawo leniwego statystyka). Je±li X jest zmienn¡ losow¡, a g : R→ R
jest funkcj¡ mierzaln¡, to

Eg(X) =
∫ ∞
−∞
g(x)dFX .

W szczególno±ci, dla zmiennych losowych dyskretnych

Eg(X) =
∑
a∈A
g(a)P(X = a) ,

a dla zmiennych losowych ci¡gªych

Eg(X) =
∫ ∞
−∞
g(t)f(t)dt .

De�nicja. Wariancj¦ zmiennej losowej X de�niujemy jako

VarX = E(X − EX)2 = E(X2)− (EX)2 .
Nieco bardziej ogólnie, dla k ­ 1, k-ty moment X jest zde�niowany jako EXk, k-ty mo-

ment silniowy X to EX(X − 1) · · · (X − k + 1), a k-ty moment centralny okre±lamy jako
E(X − EX)k. Zatem, np. wariancja to drugi moment centralny. Oczywi±cie istniej¡ zmienne
losowe nie maj¡ce k-tego momentu, ale je±li k-ty moment (dowolnego typu) istnieje, to istniej¡
równie» momenty ni»szego rz¦du (wynika to z wniosku z nierówno±ci Jensena podanego poni»ej).

Po»yteczne nierówno±ci

Nierówno±¢ Markowa Je±li X jest zmienn¡ losow¡ i a > 0, to

P(|X| ­ a) ¬ E|X|
a
.

Nierówno±¢ Czebyszewa Je±li Y jest zmienn¡ losow¡ i b > 0, to

P(|Y − EY | ­ b) ¬ VarY

b2
.

Dowód: Wystarczy podstawi¢ X = (Y − EY )2 i a = b2 do nierówno±ci Markowa. □


