RACHUNEK PRAWDOPODOBIENSTWA.
ZMIENNE LOSOWE.

Definicja. Zmienng losowa X zdefiniowang na przestrzeni probabilistycznej (0, F,P) nazy-
wamy funkcje X : Q — R takg, ze X Y(B) € F dla kazdego zbioru borelowskiego B C R.
Innymi stowy, zmienna losowa to funkcja mierzalna z przestrzeni (2, F,P) do zbioru liczb rze-
czywistych R.

Uwaga 1. Ze zmienng losowa X zwiazana jest nowa przestrzen probabilistyczna (R, B, Px),
gdzie B jest o-algebra zbioréw borelowskich, a

Px(B) = P(X"Y(B)) = P(X € B).

Jesli interpretujemy X jako wygrana, ktorej wynik zalezy od pewnego eksperymantu losowego,
to P(X € B) mowi o prawdopodobieristwie, ze wygrana wpadnie do zbioru B.

Definicja. Dystrybuanta zmiennej losowej X nazywamy funkcje Fx : R — [0, 1] zdefinio-
wang wzorem
Fx(z)=P(X <x).

Dystrybuanta jednoznacznie wyznacza miare Px generowang przez X na zbiorze R.

Twierdzenie 1 (WELASNOSCI DYSTRYBUANTY). Jesli F': R — [0, 1] jest dystrybuanta pewnej
zmiennej losowej, to
(i) F jest niemalejaca,
(ii) F' jest prawostronnie ciagla,
(i) limy— oo F(x) = 0 i lim, o F(x) = 1.
Co wiecej, kazda funkcja spelniajaca warunki (i)—(iii) jest dystrybuanta pewnej zmiennej loso-
wej.

Definicja. Jesli miara Px jest czysto atomowa, tzn. istnieje przeliczalny zbidr atomoéw

A CR, dla ktorego

ZPX(a): Z]P’(X:a) =1,

acA acA
to X nazywamy zmienng losowg dyskretng. Dystrybuanta takiej zmiennej losowej jest funk-
cjg schodkowgq.

Definicja. Jesli miara Px jest absolutnie ciagla wzgledem miary Lebesgue’a \ (tzn. z faktu
A(B) = 0 wynika, ze P(B) = 0), to z twierdzenia Radona-Nikodyma istnieje funkcja gestosci
f:R —[0,00] taka, ze dla kazdego zbioru mierzalnego B

P(X € B) = /Bf(x)dx.

Mowimy wtedy, ze X jest zmienna losowa ciagla. Dla takich zmiennych losowych

flx) =F'(z).
Nalezy pamietaé o tym, ze o ile dystrybuanta F(x) jest okreslona jednoznacznie, gestosé f(x),
ktora wystepuje pod calkq, jest okreslona z doktadnosciq do zbioréw miary (Lebesgue’a) zero.

Definicja. Jesli miara Py jest bezatomowa, ale jest singularna, tzn. istnieje zbior B, ktorego
miara Lebesque’a jest rowna zero, dla ktorego P(B) = 1, to X jest zmienng losowa sin-
gularng. Dystrybuanta takiej zmiennej jest funkcja cigglte, ktorej pochodna jest rowna zero
wszedzie, poza zbiorem miary zero.
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Twierdzenie 2 (TWIERDZENIE O ROZKLADZIE LEBESGUE’A). Kazdg miare probabilistyczng
P na zbiorze R mozna przedstawié w postaci

P = aP? + bP™ + P59

gdzie a,b,c > 0 to stale takie, Ze a + b+ c = 1, P? jest miarg czysto atomowq, P miarg
absolutnie ciggtq, a P9 miarg singularng.

Definicja. Jesli X jest zmienng losowq okreslong na przestrzeni probabilistycznej (2, F,P) i
| 1X@)dP(w) < s

to liczbe

(1) EXzA#ﬂ@MH@z/ZxM&

nazywamy wartoscig oczekiwang zmiennej losowej X. Dla zmiennych losowych dyskretnych
powyzsza definicja przyjmugje postaé
EX =Y aP(X =a),
acA
natomiast dla zmiennych losowych ciggltych mamy

EX = /fo L (t)dt .

Twierdzenie 3 (PRAWO LENIWEGO STATYSTYKA). Jesli X jest zmienng losowq, a g : R — R
jest funkcjqg mierzalng, to

Eg(X) = [ g(a)dFx.

W szczegdolnosci, dla zmiennych losowych dyskretnych
Eg(X) =) g9(a)P(X = a),
acA
a dla zmiennych losowych ciggtych

Eg(X) = [ g(t)f(t)dt.
Definicja. Wariancje zmiennej losowej X defintujemy jako
VarX = E(X —EX)? = E(X?) — (EX)?.
Nieco bardziej ogdlnie, dla k > 1, k-ty moment X jest zdefiniowany jako EX*, k-ty mo-
ment silniowy X to EX(X —1)---(X —k+1), a k-ty moment centralny okreslamy jako
E(X — EX)*. Zatem, np. wariancja to drugi moment centralny. Oczywiscie istniejg zmienne

losowe nie majgce k-tego momentu, ale jesli k-ty moment (dowolnego typu) istnieje, to istniejq
réwniez momenty nizszego rzedu (wynika to z wniosku z nierdwnosci Jensena podanego ponizej).

POZYTECZNE NIEROWNOSCI

NIEROWNOSC MARKOWA Jesli X jest zmienng losowa i a > 0, to

E|X
]P’(\X]}a)<L.

NIEROWNOSC CZEBYSZEWA Jesli Y jest zmienna losowg i b > 0, to
VarY
P(Y —EY|>b) < .
Dowéd: Wystarczy podstawi¢ X = (Y — EY)? i a = b? do nieréwnosci Markowa. O




