RACHUNEK PRAWDOPODOBIENSTWA.
WEKTORY LOSOWE.

Funkcje mierzalng (X,Y) : Q — R? nazywamy zmienng losowa dwuwymiarowa, lub, czasami,
dwuwymiarowym wektorem losowym. Wspoétrzedne tej funkeji, X i Y, sa ,zwyklymi” zmiennymi
losowymi okreslonymi na tej samej przestrzeni probabilitycznej (2, F,P). Dla takiego wektora (X,Y)
dystrybuanta Fxy : R? — [0, 1] zdefiniowana jest wzorem

Fxy(z,y) =P(X <z,Y <y) .

Aby otrzymac dystrybuanty zmiennych X i Y majac dang dystrybuante taczng F'x y nalezy skorzystac
ze WZOIOw:

Fx(z) = Jim Fxy(z,y),

Fy(y) = xhjglo Fxy(z,y).

Definicja. Zmienne losowe X 1Y sqg niezalezne, jesli dla kazdej pary x,y € R zachodzi

Fxy(z,y) = Fx(z)Fy(y).

Twierdzenie. Dla dowolnych liczb rzeczywistych a,b,c € R i funkcji f,q : R* — R mamy
E(af(X,Y)+bg(X,Y)+c)=aEf(X,Y) +bEg(X,Y) +c.
Definicja. Kowariancja zmiennej losowej (X,Y) nazywamy liczbe
Cov(X,Y) = E(X — EX)(Y — EY) = E(XY) — EXEY,
a wspoélczynnik korelacji p(X,Y) zdefiniowany jest wzorem

Cov(X,Y)
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Uwaga: Istnieja zmienne losowe (X, Y), dla ktérych Cov(X,Y) i p(X,Y) nie sa okreslone, poniewaz
bo definiujaca je catka lub szereg nie sa zbiezne! Jesli jednak p(X,Y") istnieje, to [p(X,Y)| < 1.

Twierdzenie. Jesli zmienne losowe X Y sq niezaleine, to E(XY) = EXEY, a zatem Cov(X,Y) =
p(X,Y)=0.

Uwaga: Twierdzenie odwrotne do powyzszego nie jest prawdziwe.



Rozpatrzmy teraz osobno przypadki zmiennych losowych dyskretnych i ciagltych.

Definicja. Jesli miara generowana w R? przez wektor losowy (X,Y) : Q — R? jest czysto atomowa,
tzn. istniejg co najwyzej przeliczalne zbiory {xy, xs,...} i {y1,y2, ...} takie, Ze

ZZP = T, *3/]'):17

to (X,Y) nazywamy dwuwwymiarowq zmienng dyskretng o atomach {(z;,y;) :4,j =1,2,...}.

Definicja. Rozklad (laczny) lub funkcje masy prawdopodobienistwa, zmiennej losowej (X,Y)
definiujemy podajac wszystkie wartosci

Wtedy >, ipij = 1.
Definicja. Rozklady brzegowe zmiennych X ¢ Y obliczamy za pomoca wzoréw

P _xz Z]P) xza y])

ZIP’ =xz;,Y =y, .
Twierdzenie. Zmienna losowe dyskretne X 1Y sq niezalezne wtedy i tylko wtedy, gdy dla wszystkich
wartoSci (z;,y;) zachodzi
Twierdzenie (PRAWO LENIWEGO STATYSTYKA). Niech (X,Y) bedzie zmienng losowq dyskretng o
warto$ciach (atomach) {(z;,y;) 24,5 =1,2,...} i g : R* = R bedzie funkcjg mierzalng, wtedy
E(9(X,Y)) = >_ 9w, y;)P (X =2, Y =y;).

Zatem, np.
Y) = Za:iyjIP’(X =x;,Y =vy;) .
,J

Definicja. Jesli dystrybuanta Fx y(z,y) = P (X < z,Y < y) zmiennej losowej dwuwymiarowej (X,Y) :
Q — R2?, daje sie zapisac jako

Fxy(x,y) / / fxy(s, t)dtds,

dla pewnej nieujemnej funkcji fxy : R* — R, to zmienng losowg (X,Y) nazywamy (absolutnie)
ciagla, a funkcje fxy gestodcig zmiennej losowej (X,Y). Wtedy
0*F(z,y)

fX,Y(Sat) = 8$8y

r=s,l=y ’

dla prawie wszystkich wartosci (s,t).
Zauwazmy, ze wtedy

/Oo /OO fX,y(S, t)dsdt =1.

Jedli (X,Y) jest (absolutnie) ciagta, to gesto$¢ i dystrybuante zmiennych losowych X 1Y znajdujemy

zZe WZOorow
) :/ fxy (, t)dt

= /o:o fxy(s,y)ds
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Twierdzenie. Jesli zmienna losowa (X,Y) jest (absolutnie) ciggla, to zmienne losowe X 1Y sq nie-
zalezne wtedy i tylko wtedy, gdy

Ixy(z,y) = fx(@) fy (),

dla prawie wszystkich x iy, tzn. dla (z,y) € R?\ B, gdzie B jest zbiorem miary zero.

Twierdzenie (PRAWO LENIWEGO STATYSTYKA). Jesli zmienna losowa dwuwymiarowa (X,Y) ma
gesto$¢ fxy, to dla dowolnej funkcji (mierzalnej) g : R* — R

g(X,Y) / / (s,t)fxy(s, t)dtds,

= /Oo /oo Szth’y(S,t>dt

czyli, np.



