RACHUNEK PRAWDOPODOBIENSTWA.
PRZESTRZENIE PROBABILISTYCZNE.

Definicja. Przestrzenia probabilistyczna nazywamy trojke (2, F,P), gdzie 0 jest prze-
strzenia zdarzen elementarnych, F C 29 jest o-algebra (lub o-cialem) zdarzen, a
P:F — [0,1] jest miara probabilistyczna spelniajgcq warunki:

(A) P(Q) = 1.

(B) Jesli Ay, As, ..., sq parami roztgczne, to
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Przyklad 1 (KLASYCZNA DEFINICJA PRAWDOPODOBIENSTWA). Jesli Q) jest zbiorem skoti-

czonym, to (0,29 P), gdzie
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P(A) = 15/
1]

jest przestrzeniq probabilistyczng.

Przyklad 2 (GEOMETRYCZNA DEFINICJA PRAWDOPODOBIENSTWA). Jesli Q C RY o skoi-
czonej mierze, F jest przestrzeniq zbiorow mierzalnych w sensie Lebesque’a, A(-) jest miarg
Lebesgue’a, a
P(A) = 55
A(2)

to a (2, F,P) jest przestrzeniq probabilistyczng.

Twierdzenie 1 (WEASNOSCI MIARY PROBABILISTYCZNEJ).
(i) P(®) = 0.
(i) P(A) =1 —P(A).
(iii) Jesli A C B, to P(A) < P(B).
(iv) P(LAUB) =P(A) + P(B) —P(AN B).
(

v) wzor wgezen i wytgcezen

P Lnj ) — Y P(A;, NA,) + .+ (D)™ > P(A, N A, A).
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(vi) nierdwno$é Boole’a: P (U2, A;) < X2, P(4;) @ PUL A) <X, P(4;).

Definicja. Mdwimy, ze zdarzenia {A; : j € J} sq niezalezne, gdy dla dowolnego skoriczonego
podzbioru I zbioru indeksow J zachodzi

P (ﬂ A,—) =[P (4) . (*)
iel iel

Jesli rownosé (x) jest spetniona tylko dla dwuelementowych podzbioréw I, wtedy mowimy, ze
rodzina zdarzen {A; : j € J} jest parami niezalezna.

Definicja. Niech (21, F1,Py) i (Qg, F2,P2) bedg dwoma przestrzeniami probabilistycznymi. Ilo-
czynem (produktem) tych przestrzeni nazywamy przestrzen (Q, F,P), gdzie Q = Q; x Qa,
F zawiera wszystkie zbiory typu Ay X As, gdzie Ay € F1 i Ay € Fy, oraz dla takiej pary zbioréw
mamy
]P(Al X AQ) = ]P)l(Al) . PQ(AQ)
W podobny sposcb definiujemy iloczyn wickszej (skoniczonej lub przeliczalnej) rodziny prze-
strzeni probabilistycznych.
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Definicja. Jesli (Q,F,P) jest przestrzeniq probabilistyczng, a B € F jest zdarzeniem, dla
ktoérego P(B) > 0, wtedy mozemy skonstruowac przestrzen warunkowa (B, Fg,Pg) przyj-
mujqc

fB:{FﬂB:FEf},

a dla kazdego A € F
~ P(ANB)
Pp(A) = “B(B)

Prawdopodobienstwo Pg(A) zwykle zapisujemy jako P(A|B) i czytamy jako prawdopodo-
bienistwo (warunkowe) zdarzenia A pod warunkiem (zajscia) zdarzenia B.
Uwaga. Jesli zdarzenia A i B sa niezalezne, to
P(A|B)=P(A) i P(BJA)=P(B),

zaktadajac, ze P(A),P(B) > 0, bo inaczej prawdopodobienstwa warunkowe nie sa dobrze zde-
finiowane.

Twierdzenie 2 (WZOR LANCUCHOWY). Jezeli zdarzenia Ay, As, ..., A, spetniajo warunek
P(AlmAgﬂﬂAn_l) > 0, to

Twierdzenie 3. Jesli By, Bs, ..., By € F sq podziatem Q) na roztgczne zdarzenia o dodatnim
prawdopodobienstwie, to dla kazdego zdarzenia A € F mamy

k
P(A) = Y P(AIB)P(B,) ,
i=1
a dla kazdego j =1,2,...,k,
P(AB)P(B;)
S P(A|B) P (B))

Pierwsze z powyzszych rownan nazywamy WZOREM NA PRAWDOPODOBIENSTWO CALKO-
WITE, a drugie WZOREM BAYESA.

P (B;|A) =

Lemat 4 (LEMATY BORELA-CANTELLIEGO). Niech Ay, A, ..., bedzie nieskoriczonym cig-
giem zdarzen, a B = N2, Use_ A, oznacza zdarzenie, zZe zachodzi nieskoriczenie wiele sposrod
nich.

(i) Jesli 300 P(A,) < oo, to P(B) = 0.

(ii) Jesli ponadto zdarzenia Ay, As, ..., sq¢ niezalezne iy > | P (A,,) = oo, wtedy P (B) = 1.



