
Rachunek Prawdopodobie«stwa.
Przestrzenie probabilistyczne.

De�nicja. Przestrzeni¡ probabilistyczn¡ nazywamy trójk¦ (Ω,F ,P), gdzie Ω jest prze-
strzeni¡ zdarze« elementarnych, F ⊆ 2Ω jest σ-algebr¡ (lub σ-ciaªem) zdarze«, a
P : F → [0, 1] jest miar¡ probabilistyczn¡ speªniaj¡c¡ warunki:

(A) P(Ω) = 1.
(B) Je±li A1, A2, . . . , s¡ parami rozª¡czne, to

P
(⋃
i

Ai

)
=
∑
i

P (Ai) .

Przykªad 1 (Klasyczna definicja prawdopodobie«stwa). Je±li Ω jest zbiorem sko«-
czonym, to (Ω, 2Ω,P), gdzie

P(A) =
|A|
|Ω|
,

jest przestrzeni¡ probabilistyczn¡.

Przykªad 2 (Geometryczna definicja prawdopodobie«stwa). Je±li Ω ⊆ Rd o sko«-
czonej mierze, F jest przestrzeni¡ zbiorów mierzalnych w sensie Lebesgue'a, λ(·) jest miar¡
Lebesgue'a, a

P(A) =
λ(A)
λ(Ω)
,

to a (Ω,F ,P) jest przestrzeni¡ probabilistyczn¡.

Twierdzenie 1 (Wªasno±ci miary probabilistycznej).

(i) P(∅) = 0.
(ii) P(A′) = 1− P(A).
(iii) Je±li A ⊆ B, to P(A) ¬ P(B).
(iv) P(A ∪B) = P(A) + P(B)− P(A ∩B).
(v) wzór wª¡cze« i wyª¡cze«

P
(
n⋃
i=1

Ai

)
=
∑
i=1

P(Ai) −
∑
i1<i2

P(Ai1 ∩ Ai2) + . . . + (−1)n+1
∑

i1<i2...<in

P(Ai1 ∩ Ai2 . . . Ain).

(vi) nierówno±¢ Boole'a: P (⋃∞i=1Ai) ¬ ∑∞i=1 P (Ai) i P (⋃ni=1Ai) ¬ ∑ni=1 P (Ai) .
De�nicja. Mówimy, »e zdarzenia {Aj : j ∈ J} s¡ niezale»ne, gdy dla dowolnego sko«czonego
podzbioru I zbioru indeksów J zachodzi

P
(⋂
i∈I
Ai

)
=
∏
i∈I

P (Ai) . (∗)

Je±li równo±¢ (∗) jest speªniona tylko dla dwuelementowych podzbiorów I, wtedy mówimy, »e
rodzina zdarze« {Aj : j ∈ J} jest parami niezale»na.

De�nicja. Niech (Ω1,F1,P1) i (Ω2,F2,P2) b¦d¡ dwoma przestrzeniami probabilistycznymi. Ilo-
czynem (produktem) tych przestrzeni nazywamy przestrze« (Ω,F ,P), gdzie Ω = Ω1 × Ω2,
F zawiera wszystkie zbiory typu A1×A2, gdzie A1 ∈ F1 i A2 ∈ F2, oraz dla takiej pary zbiorów
mamy

P(A1 × A2) = P1(A1) · P2(A2).
W podobny sposób de�niujemy iloczyn wi¦kszej (sko«czonej lub przeliczalnej) rodziny prze-

strzeni probabilistycznych.
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De�nicja. Je±li (Ω,F ,P) jest przestrzeni¡ probabilistyczn¡, a B ∈ F jest zdarzeniem, dla
którego P(B) > 0, wtedy mo»emy skonstruowac przestrze« warunkow¡ (B,FB,PB) przyj-
muj¡c

FB = {F ∩B : F ∈ F},
a dla ka»dego A ∈ F

PB(A) =
P(A ∩B)
P(B)

.

Prawdopodobie«stwo PB(A) zwykle zapisujemy jako P(A|B) i czytamy jako prawdopodo-
bie«stwo (warunkowe) zdarzenia A pod warunkiem (zaj±cia) zdarzenia B.

Uwaga. Je±li zdarzenia A i B s¡ niezale»ne, to

P(A|B) = P(A) i P(B|A) = P(B) ,
zakªadaj¡c, »e P(A),P(B) > 0, bo inaczej prawdopodobie«stwa warunkowe nie s¡ dobrze zde-
�niowane.

Twierdzenie 2 (Wzór ªa«cuchowy). Je»eli zdarzenia A1, A2, . . . , An speªniaj¡ warunek
P(A1 ∩ A2 ∩ . . . ∩ An−1) > 0, to

P(A1 ∩ A2 ∩ . . . ∩ An) = P(A1)P(A2|A1) · . . . · P(An|A1 ∩ A2 ∩ . . . ∩ An−1) .

Twierdzenie 3. Je±li B1, B2, . . . , Bk ∈ F s¡ podziaªem Ω na rozª¡czne zdarzenia o dodatnim
prawdopodobie«stwie, to dla ka»dego zdarzenia A ∈ F mamy

P (A) =
k∑
i=1

P (A|Bi)P (Bi) ,

a dla ka»dego j = 1, 2, . . . , k,

P (Bj|A) =
P (A|Bj)P (Bj)∑k
i=1 P (A|Bi)P (Bi)

.

Pierwsze z powy»szych równa« nazywamy wzorem na prawdopodobie«stwo caªko-
wite, a drugie wzorem Bayesa.

Lemat 4 (Lematy Borela-Cantelliego). Niech A1, A2, . . . , b¦dzie niesko«czonym ci¡-
giem zdarze«, a B = ∩∞n=1 ∪∞m=nAm oznacza zdarzenie, »e zachodzi niesko«czenie wiele spo±ród
nich.

(i) Je±li
∑∞
n=1 P (An) <∞, to P (B) = 0.

(ii) Je±li ponadto zdarzenia A1, A2, . . . , s¡ niezale»ne i
∑∞
n=1 P (An) =∞, wtedy P (B) = 1.


